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Abstract—FDTD and M onte Carlo methodsarecombined to
simulate the terahertz radiation fields from a coplanar photo-
conducting structure. Two techniquesare considered for mod-
eling thefar field radiation. One uses Maxwell’s equationsdi-
rectly with an approximation maderegar ding the sourceterm.
Asan improvement tothefirst technique, weproposetheuse of
anear-to-far-field FDTD transfor mation with the use of equiv-
alent surfacecurrent densities. Computational resultsshowing
thefar field radiation are in agreement with published experi-
mental results.

INTRODUCTION

Characterization of the electromagnetic radiation arising
from deviceswhich operatein the millimeter or submillime-
ter rangeisimportant, particularly for deviceswhose dimen-
sionsapproachthewavelength of operation. Analysisof this
radiationisof interest in crosstalk and interference analyses,
wherethe radiation may have adetrimental effect on system
operation. The radiation may be used to advantagein other
applications, such as the characterization of materials by
electooptic sampling and terahertz spectroscopy [1] [2], and
with submillimeter-wave and terahertz radiators[3] [4]. An
accurate representation of the far field radiation is desirable
in each of these cases.

The simulation tool under consideration couplesaMonte
Carlo particle simulator to either a Poisson solver or aFinite
Difference Time Domain (FDTD) electromagnetic solver to
determine the high frequency device characteristics. Poten-
tials, particle distributions, current densities, and the near
field electromagnetic fields may be determined anywherein
the computational domain. This type of tool has been used
in the analysisof MESFETs and MODFETSs [5] [6] aswell
asin simulation of photoconductive switch experiments[7].
For analysis of deviceswith aradiative element, the FDTD
method is used in the simulator. It is not efficient or, in
many cases, physically possible at present to calculate far
field radiation directly using the FDTD technique because
of the excessive computational burden.

In the present work we will demonstrate two alternate
techniques for modeling the far field radiation. Thefirst in-
volvescalculation of the electric field directly from the time-
varying current source(s) in the device through Maxwell’s
equations. Thistechniqueiscommonly used in the solution
of this problem, however, it has the disadvantage that it is
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Fig. 1. Typica structure for an electrooptic sampling experiment.

difficult to accurately incorporate the effects of the vary-
ing source material parameters. An aternate technique is
proposed using the time-domain near-to-far-field transfor-
mation [10] [11]. Thistechniqueincorporates an equivalent
source methodology commonly used by microwave and RF
engineers for the analysis of radiation from, for example,
horn antennas [12]. Equivalent surface currents are found
from the tangential electric and magnetic fields on avirtual
surface (or aperture) in the vicinity of the actual source of
radiation. These equivalent surface currents are used as hew
sources of radiation in a homogeneous problem space. The
two computational techniques for determining the far field
are discussed in the following.

THEORY

Toillustrate the computational techniques, an electrooptic
sampling experiment is simulated, as shown in Figure (1).
In this type of experiment, alaser pulse incident on a GaAs
substrate creates electron-hole pairs. Biased electrodes on
either side of the laser pulse cause the electrons and holes
to migrate away from each other slightly, creating a dipole
moment. The movement of the electrons and holes induces
atime-varying current density in the GaAs substrate. Fig-
ure (2) illustrates typical electron-hole separation with time.
The current pulse created in the GaAs substrate has an ex-
tremely fast rise time, from a few hundred femtoseconds
to afew picoseconds. Once the excitation is removed, the
biased electrodes continue to attract the electrons and holes.
Recombination is minimal and, therefore, the dipole exists
for atime much longer than the simulation.
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Fig. 2. Typical separation of electrons and holes with time.
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Fig. 3. Equivalent dipole representation.

The current pulseisthe sourceof an electromagnetic radi-
ation field which propagates away from the GaAs substrate.
Theradiation pulse can be extremely fast, in the GHz to low
THzrange[1] [13]. Asshownin Figure (3), the dipole may
be modeled as an antenna. The far field radiation can be
calculated in the time domain from through the relation:
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where r is the distance from the dipole to the far field ob-
servation point, .J is the volume current density induced by
the dipole, and # is measured off the axis of the dipole (the
z axis).

The far field model based on the current pulse calcula-
tion assumes an ideal dipole as a source and propagation
in free space. The presence of the GaAs substrate will in-
troduce some inaccuracy into the calculation. To eliminate
this source of error, a near-to-far-zone field transformation
is proposed. In this technique [9], equivalent electric and
magnetic surface current densities are found on a virtual
surface, .S, which separatestheinhomogeneousregion. The
equivalent surface current densities are found through the
following relations:

Far field

observation
point
Equivalent
Infinite r-r surface current
Half Space densities
r
\ 7777777777 \JX / 7777777 7
/// L»‘]Z ,///
Original S
source

Fig. 4. Equivalent current source model.
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See Figure (4). These surface current densities are used

as a new source of radiation, and the far zone electric field
may be found as

o
Bl
z

—noWa (1) —
oWy (it

tx
(/3‘\
(i

with vector potentials W and U given asfollows:

v = g S (-]
U(rt) = 47mat [// M, <r— f > dS’](?)

where - isthe vector from the origin to the observation point
inthefar field and r’ isthe vector from the origin to the sur-
face current element. The finite difference implementation
is given in detail in [10] and [11] and will not be repeated
here.

COMPUTATIONAL RESULTS

The modeling tool used in the present work combines a
Monte Carlo particle simulator with an FDTD E-M solver.
The computational domain is divided spatially into a grid.
The Monte Carlo simulator is terminated in Mur first order
absorbing boundary conditions, and the FDTD field solveris
terminated in the Perfectly Matched Layer (PML) absorbing
boundary conditions[8].

The computational algorithm used is as follows:

1) Thepotentialsin thegrid areinitialized using a Poisson
solver
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Fig. 5. Computer algorithm used in the present work.

2) Over a given period of time, particles are injected
into the computational domain to simulate the incident laser
pulse. The rate at which the particles are injected increases
with time to a predetermined injection rate.

3) At each time step, random particle free flights are ter-
minated in stochastically determined scattering events and
FDTD field computations are alternated in aleap frog man-
ner. Electric fields are calculated at one time step and mag-
netic fields are calculated at the next time step.

4) Thefar field profile is calculated using one of the two
techniques described below.

Figure (6b) showsthe simulated current pulseinthe GaAs
substrate for an injection rate of 1e15/cm?® and a bias of
40 volts. The pulse was sampled and the time derivative
calculated. Thisis shown in Figure (6b), where the thicker
line is a smoothed version of the derivative. The calculated
field issimilar to published measurements, for example[13].

To account for the presence of an inhomogeneous sub-
strate, including GaAs and the metal electrodes, the near-
to-far field transformation was used. A decimated version
of the current pulse shown in Figure (6b) was used as a
z-oriented Hertzian dipole sourcefor the FDTD simulation.
The near field was calculated using FDTD along a virtual
surface above the substrate. The £. component of the near
field is shown in Figure (7a) and is compared to that of an
ideal dipole in Figure (7b). FDTD simulations are gener-
ally quite sensitiveto transient source or field perturbations.
Test sourcesare often designed to provide continuity of both
derivative and integral in order to minimize time dispersive
artifacts. It is therefore to be expected that the current pulse
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Fig. 6. (a) Current density in the GaAs substrate for an injection rate of
1el15/cm? and bias of 40 volts. (b) Time derviative of the current pulse
shownin (a). Thethicker lineisanumerically smoothed version of the
original. (c) Near-to-far field transformation with smoothed version
superimposed.

shown in Figure (6b), when used as a source, will gener-
ate many transient effects (see Figure (6c)). However, with
signal post-processing, information may be obtained from
the data. For example, the delay in the arrival time of the
far field caused by the presence of inhomogenous material
such asthe GaAs substrate may found by comparing the far
field transformation results for a structure with and without
theinhomogeneousmaterial. Delayswhich may be difficult
to analyze directly, such as those from a distributed source,
may be simulated using this technique.
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Fig. 7. (&) The £, component of the near field radiation along a plane
above and parallel to the GaAs substrate. (b) The £, component with
an ideal dipole source. Axes show number of grid points.

CONCLUSION

Two techniquesfor modeling the far field radiation from
millimeter-wave and submillimeter-wave devices have been
presented. One is based on direct calculation of the far
field approximation derived from Maxwell’sequations. The
other formulation is based on equivalent surface current den-
sities used as equivalent sources of radiation in a homoge-
neous problem space. With signal processing, the direct
calculation enables afirst order approximation of the radia-
tion arising from ultrafast electronic devices. Thenear-to-far
field transformation allows determination of the effects of
an inhomogeneous problem space.
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